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Expertise

• New report on AI Transparency for Healthcare



Academic Profile & Education
Mina Bjelogrlic: Academic Age: 6+ years, with experience in teaching, mentoring, and significant 
contributions to AI in healthcare

Academic breaks:
 Maternity (6 months  2021)  
 Clinical activities – Covid  (10 months 2020)
 Project Management Training (4 months 2018)

FACULTÉ DE MÉDECINE

2008-2011
BSc in Electrical and 
Electronic Engineering

2011-2013 
MSc in Information 
Technology

2014-2018
PhD in Computational Bio-
Electromagnetics

2018-2020
Post-Doc in Computational
Information Sciences

2021-current
Research Fellow (Maître 
Assistante)
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Project

Journal 
Club Digital 

Health

Informatique 
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Master

PhD

Phd School in Life 
Science,

Genomics and 
Digital Health 
Track (GESAN)

IA & santé

VIS SI

DATAModules

AI and
Health



Research Focus & Expertise

FACULTÉ DE MÉDECINE

Clinical 
Data 

Science 

Information 
Sciences

Multimodal 
integration

Transparent
AI

Computational electromagnetics 
& image/signal processing for medical applications

Multimodal classification models based on textual
and time-series (e.g. ECG) from HUG EHRs

By-design explainable models via sparse prototype learning

Interpretable AI predictions

Automatic annotations & 
Medical entity linking



SIMED

9 Hospitals
2 Clinics
30 Health facilities
63’481 Inpatients
3’922 Births
1’206’624 Outpatients
249’276 Patients
12’803 Collaborators

https://panorama.hug.ch/2023/chiffres-cles-2023/



Combien de patients covid?

Secondary use, a challenge!

Combien d’enfants avec une 
fracture non guérie?

Qui a une fracture du 
rachis?

https://chat.openai.com/



Patient data-driven representations

Illustration taken from Dr. Gaudet-Blavignac.

Gaudet-Blavignac C, Foufi V, Bjelogrlic M, Lovis C. Use of the Systematized Nomenclature of Medicine Clinical Terms (SNOMED CT) for Processing Free Text in 
Health Care: Systematic Scoping Review. J Med Internet Res 2021;23(1):e24594 URL: https://www.jmir.org/2021/1/e24594 DOI: 10.2196/24594

Keszthelyi D, Gaudet-Blavignac C, Bjelogrlic M, Lovis C. Patient Information Summarization in Clinical Settings: Scoping Review. JMIR Med Inform 
2023;11:e44639. URL: https://medinform.jmir.org/2023/1/e44639 DOI: 10.2196/44639

Challenges 

• Non-controlled data acquisition system

• High dimensionality

• Complex interactions

https://www.jmir.org/2021/1/e24594
https://medinform.jmir.org/2023/1/e44639


Clinical data: wide data rather than big data

Temporal Heterogenenous Sparse multimodal

Past Present Futur

Variable Diagnostics Traitements

D1 D2 ... Dn T1 T2 T3 T
n

Patient 1 x x

Patient 2

...

Patient n-1 x x

Patient n x

Total x x x x x x x x






Some reuse challenges…

"_id" : "PF_0672_3 " : 
[0,0,1:

[0,1,0,0,1,""]
]

Blanche neige endormie entourée des 
sept nains éplorés.

R40.2 Coma
T57.0 Effets toxiques : Arsenic et ses 

composés
E34.3 Insuffisance staturale, non 

classée ailleurs
Z63 Autres difficultés liées à 

l'entourage immédiat, y 
compris la situation familiale
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Formal Descriptive Grammar> 50% lossless dimensionality 
reduction  
Usage of post-coordination (compositional 
grammar) when exact concept mapping is not 
available e.g with novel virus variants

Data augmentation 
Link to more than 350k concepts
With more than 100 relation types
 Easier transfer to other ontologies
 Easier transfer to data models
 Enabling semantic driven further 

dimensionality reduction (e.g. 
aggregating all data elements expressing 
any hand bones)

From data back 
to information

Bridge together data from medical specialties, and from different 
health provider systems.

Wide coverage of sources 
Structured and free text
Keeping contextual information



Paradigm change: from data to information

Data
OBSERVATIONS
  pv.ventilation.exams
  radio_thorax

PROBLEMS
• Pneumonie

FORMULARIES
Anesth – Consultation :
Infection thoracique

RADIOLOGIE
Radiographie thorax
US Ponction thorax

Thoracic disease caused by 
SarsCov2 B.1.1.7 

<< 64572001 |Disease (disorder)| :
363698007 |Finding site | = 

51185008 |Thoracic structure|,
246075003 |Causative agent| =  

~PANGO~B.1.1.7~

Gaudet-Blavignac C, Raisaro JL, Touré V, Österle S, Crameri K, Lovis C. A National, Semantic-Driven, Three-Pillar Strategy to Enable Health Data Secondary Usage 
Interoperability for Research Within the Swiss Personalized Health Network: Methodological Study. JMIR Med Inform 2021 Jun 24;9(6):e27591. PMID:34185008

Passer des données à l'information



Manual annotation
Medical Experts

Automatic annotation (labelling)
Human evaluation

Building ressources
Reuse of manual work

Jamil Zaghir, Mina Bjelogrlic, Jean-Philippe Goldman, Soukaïna Aananou, Christophe Gaudet-Blavignac, and Christian Lovis. 2024. FRASIMED: A Clinical French Annotated Resource Produced through Crosslingual BERT-Based
Annotation Projection. In Proceedings of the 2024 Joint International Conference on Computational Linguistics, Language Resources and Evaluation (LREC-COLING 2024), pages 7450–7460, Torino, Italia. ELRA and ICCL.

Natural Language Processing (NLP)



At HUG

12 billion instances

1.7 million patients

40’000 distinct expressions

99’000 distinct data elements

Patient Problème Date

Gaudet C. Lumbago 18.11.2024

Type ID Label

Problème 22177 Lumbago

279039007 |Low back pain (finding)|

Connected in a semantic/knowledge graph

22253000 |Pain (finding)|

Source # ID # coded %coded %inst_coded
Formulaires 178 584 34 332 19% 62%
Prescriptions 47 974 9 837 21% 98%
Act 46 806 5 777 12% 78%
Tasks 45 278 1 017 2% 91%
Problems 26 086 25 233 97% 99%
Clinisoft 15 527 6 841 44% 95%
Laboratoires 14 214 7 180 51% 95%
Metavision 6 956 2 137 31% 47%
Opera 5 307 760 14% 91%
Patient values 2 368 739 31% 93%
Radiologie 2 176 1 960 90% 99%
Aria 915 915 100% 100%
Équipements 813 699 86% 100%
Cinesio 810 801 99% 94%
Épisodes de soins 492 386 78% 97%
Échelles cliniques 454 220 48% 90%
Patient 366 359 98% 100%
Transmissions ciblées 264 264 100% 100%
Vaccinations 210 210 100% 100%
Triage 37 36 97% 99%

Total 395 637 99 703 25% 87%
Categorical

data 

narratifs

Directed Acyclic
Graph (DAG)


Feuil1

		Source		# ID		Nombre d'éléments encodés		Nombre d'expressions distinctes		%coded		#instances		#inst_coded		%inst_coded

		Formulaires		178,584		34,332		7,925		19%		2,202,548,472		1,365,364,345		62%

		Prescriptions		47,974		9,837		67		21%		27,416,996		26,805,381		98%

		Act		46,806		5,777		2,747		12%		1,762,219,824		1,374,073,968		78%

		Tasks		45,278		1,017		30		2%		23,500,112		21,291,791		91%

		Problems		26,086		25,233		19,041		97%		1,610,086		1,587,507		99%

		Clinisoft		15,527		6,841		2,556		44%		6,993,748,543		6,628,804,578		95%

		Laboratoires		14,214		7,180		2,627		51%		962,470,731		917,391,901		95%

		Metavision		6,956		2,137		1,377		31%		248,317,096		117,419,495		47%

		Opera		5,307		760		668		14%		1,105,283		1,011,229		91%

		Patient values		2,368		739		429		31%		2,231,014,279		2,072,171,149		93%

		Radiologie		2,176		1,960		830		90%		7,600,482		7,524,809		99%

		Aria		915		915		827		100%		1,037,562		1,037,562		100%

		Équipements		813		699		452		86%		4,935,394		4,926,815		100%

		Cinesio		810		801		696		99%		19,909,588		18,801,766		94%

		Épisodes de soins		492		386		170		78%		61,279,387		59,730,219		97%

		Échelles cliniques		454		220		93		48%		60,032,679		53,902,505		90%

		Patient		366		359		357		98%		5,951,233		5,938,824		100%

		Transmissions ciblées		264		264		244		100%		232,592		232,592		100%

		Vaccinations		210		210		244		100%		224,335		224,335		100%

		Triage		37		36		56		97%		10,943,447		10,799,828		99%

		Total		395,637		99,703		41,436		25%		14,626,098,121		12,689,040,599		87%

		Source		# ID		# coded		%coded		%inst_coded

		Formulaires		178,584		34,332		19%		62%

		Prescriptions		47,974		9,837		21%		98%

		Act		46,806		5,777		12%		78%

		Tasks		45,278		1,017		2%		91%

		Problems		26,086		25,233		97%		99%

		Clinisoft		15,527		6,841		44%		95%

		Laboratoires		14,214		7,180		51%		95%

		Metavision		6,956		2,137		31%		47%

		Opera		5,307		760		14%		91%

		Patient values		2,368		739		31%		93%

		Radiologie		2,176		1,960		90%		99%

		Aria		915		915		100%		100%

		Équipements		813		699		86%		100%

		Cinesio		810		801		99%		94%

		Épisodes de soins		492		386		78%		97%

		Échelles cliniques		454		220		48%		90%

		Patient		366		359		98%		100%

		Transmissions ciblées		264		264		100%		100%

		Vaccinations		210		210		100%		100%

		Triage		37		36		97%		99%

		Total		395,637		99,703		25%		87%



Nombre d'éléments encodés	Formulaires	Prescriptions	Act	Problems	Clinisoft	Laboratoires	Metavision	34332	9837	5777	25233	6841	7180	2137	Nombre d'expressions distinctes	Formulaires	Prescriptions	Act	Problems	Clinisoft	Laboratoires	Metavision	7925	67	2747	19041	2556	2627	1377	











Impact on dimensionality
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Formulaires Prescriptions Act Problems Clinisoft Laboratoires Metavision

Nombre d'éléments encodés Nombre d'expressions distinctes



RECIT
Référentiel d’Expressions Cliniques, Interopérable, Transcodé

 60’000 expressions
 Built from how clinicians are reporting
 Mappings

 SNOMED CT, ICD-10, ATC, CHOP, ICPC2, 
internal classifications

PROBLEM ORIENTED PATIENT REPORTING
RECIT

Médecine aigue Bloc opératoire 

Nutrition 

AntibiovigilanceUrgences

Réhabilitation

Gaudet-Blavignac C, Rudaz A, Lovis C. Building a Shared, Scalable, and Sustainable Source for the Problem-Oriented Medical Record: Developmental Study. JMIR Med Inform. 2021 Oct 13;9(10):e29174. 
doi: 10.2196/29174. Erratum in: JMIR Med Inform. 2022 Aug 9;10(8):e41257. doi: 10.2196/41257. PMID: 34643542; PMCID: PMC8552094.



Human-Machine interactions

Zaghir J. et al. Human-machine interactions with clinical phrase prediction system, aligning with Zipf’s least effort principle? PloS one 2024;19(12):e0316177.



«self-supervised learning» revolution (SSL)

19

Annotation manuel



Language models

20



Human-Machine Interactions for generative models

Zaghir J. et al. Prompt engineering paradigms for medical applications : scoping review. JMIR. Journal of medical internet research 2024;26:e60501.
Lydie B. et al. “Beyond enthusiasm. Scientific evidence for clinical text summarization using large language models: A scoping review” expected 2025 in review JMIR



CliniDocAssistant & DREAM

Methodically assess the impact of AI's new hopes 
for clinical documentation



User-centric design

 Observations
 Interviews
 Focus groups
 Questionnaires
 Competitive

Analysis

 Persuasive 
Design

 Personas
 User 

Scenarios 
Scénarios

 Wireframes
 Prototypes
 Card sorting

 Heuristic
Evaluation

 User Testing
 Simulations



Cameras

Eye tracking

The lab



NLP Pipeline

Patient Cohort

Time Intervalle 

Document 
Types

Annotated Documents

Processing

Deidentified Documents

Classified Documents

Information extraction

Etc. …

Selected
Documents
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Hôpital de 
Loëx

Clinique 
de Joli-Mont

Bernex

Onex

Vernier

Lancy

Carouge

Plainpalais

Petit-Saconnex

Eaux-Vives

Chêne-Bougeries

Chêne-Bourgs

Thonex

Vandœuvres

The SIMED 
Natural Language 
Processing Pipeline 
The SIMED NLP Pipeline covers all medical 
specialties, from acute care to rehabilitation.

+20
healthcare 
facilities

1.7 million patients
In the HUG Network 
databases

2
Datacenters

2,5 PB 
storage

200
databases

+600 health
applications

SIMED

2.17 million  documents
in high quality machine-readable 
format

Hospital sites
Healthcare facilities

DSI

FRASIMED
Automatic translation 
& annotations of 
external datasets 

MedFrenchMark
Benchmark with 
relevant clinical 
questions for testing 
AI models

1.25 billion words
with clinical pertinence

80 million documents
free text in medical French, 
layout with affiliations, tables, 
images



Tools for research and deployment

The SIMED pipelines are designed to enable research and 
fast, secure and reproducible integration to respond to the 
fast AI fast evolving fields.

SIMED streamlined onboarding
It’s a lot to take, we know, let’s help you get on board with us!
 Few hours rather than weeks to setup environment
 Internal wiki to quickly become familiar with our workflows
 Best practice common updates across projects

System Principles 
 Code reuse via continuous integration (CI) and 

continuous delivery (CD) , and containerization
 Version Consistency via formal dependency and 

environment definition
 Perfect traceability using blockchain inspired principals
 Balance of Freedom and standardization
 Transparent, traceable, and auditable pipelines via 

blockchain industry principles e.g. event driven, 
immutable, cryptographically signed processes.



Service de 
médecine 
interne

LUCID
Détection des 
Low Value Care

Service de 
radiologie

SUBREAM
Extraction 
automatique et 
classification 
de documents

Service 
d’oncologie 
de précision

SPO
Extraction 
automatique et 
classification de 
documents

Médecine 
nucléaire et 
imagerie 
moléculaire

NLP 
Pipeline
Extraction 
automatique et 
classification de 
documents

engAGE
Guardian
H2HCare
Evaluation de 
systèmes 
robotisés pour les 
personnes âgées

Service des 
urgences

Euro DEN Plus
Détection de 
consommation de 
drogue

Biomedical
Data Science 
Center

S4
Smart SNOMED 
Search for SPHN

Bern
Inselspital

INFRA
Détection 
automatique 
du sepsis

Enabled Projets

SMPR

STIGMA
Impact du 
langage 
stigmatisant

UNIGE
SDC

GDHUB
Building a 
Science-
Informed, 
Equitable Future 
for Digital Health

HERO

Automatic
cohort builder

Direction 
médicale

LPH
Liste des 
problèmes HUG

Service de 
néphrologie 
et 
hypertension

AIAKI
Prédiction de 
l’insuffisance 
rénale aiguë

CliniDoc
Assistant

IA pour la 
navigation dans 
le dossier 
patient

XpliCAI

Comprendre la 
transparence

DREAM

IA pour résume  
le dossier 
patient

SHIELD
IA et données 
multimodales : 
prévention 
personnalisée 
des maladies 
cardiovasculaire
s et du diabète



Enabled data reuse

Knowledge graph
(40k dimensions, 12 billons instances )

NLP Pipeline
(2.17 millions documents
1.25 billion words)

Lexico-semantic ressouces
(eg. morpho-semantems)

ECG database
(500k signals, 23k echocardios, 
2k cardiac MRIs, etc.)

Hôpital de 
Loëx

Clinique 
de Joli-Mont

Bernex

Onex

Vernier

Lancy

Carouge

Plainpalais

Petit-Saconnex

Eaux-Vives

Chêne-Bougeries

Chêne-Bourgs

Thonex

Vandœuvres

+20
healthcare 
facilities

1.7 million patients
In the HUG Network databases

2
Datacenters

2,5 PB 
storage

200
databases

+600 health
applications

Hospital sites

Healthcare facilities

DSI

SIMED

SIMED

SIMED

SIMED



Multimodal and contextualised diagnosis

Genomics Demographics

Signals

Reports Images

Laboratories

H. Turbé, M. Bjelogrlic, M. Namdar M, Christian Lovis. Comparison of Echocardiographic and Cardiac Magnetic Resonance imaging for left 
ventricular hypertrophy diagnosis. J Am Coll Cardiol. 2023 Mar, 81 (8_Supplement) 1462. https://doi.org/10.1016/S0735-1097(23)01906-X 



Pulmonary Hypertension

 1% (10% above 65 year old)
 Invasive and late diagnosis
 Early diagnosis =  more effective treatments



Performance ≠ Capability

The question we face is how to make sure the 
new AI tools are used for good rather than for 
ill. To do that, we first need to appreciate the 
true capabilities of these tools

Yuval Noah Harari
Professor in the Department of History at the Hebrew University of Jerusalem
Author of Sapiens



Expert sytems used at HUG



Motivation



AI in a nutshell

80% 20%
TRAIN TEST



Clinical Decision Support Systems (CDSS) 



CDSS: how-tos



What do you choose

LVH?

Data Results
Rules / 

Equations

P

Q

R

S

T
ST

SegmentPR
Segment

PR Interval

QT Interval

QRS
 Complex

Sokolow-Lyon:
𝑺𝑺𝑽𝑽𝑽𝑽 + 𝑹𝑹𝑽𝑽𝑽𝑽 𝑜𝑜𝑜𝑜 𝑹𝑹𝑽𝑽𝑽𝑽 > 𝟑𝟑𝟑𝟑

100% explainable

0% explainable?

Data Results

Classification Metrics

Which one do you choose?

𝑥𝑥1

𝑥𝑥2

𝑥𝑥3

𝑦𝑦

𝑎𝑎1
(2)

𝑎𝑎2
(2)

𝑎𝑎3
(2)

𝜽𝜽

…
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"critics say that, in trying to support commercial 
AI, the draft legislation does not go far enough in 
banning discriminatory applications of AI-like 
predictive policing, migration control at borders 
and the biometric categorisation of race, gender 
and sexuality. These are currently marked as 
high-risk applications, which means anyone 
deploying them will have to notify people on 
whom they are being used, and provide 
transparency on how the algorithms made 
their decisions — but their widespread adoption 
will still be allowed, particularly by private 
companies”

https://www.ft.com/content/360faa3e-4110-4f38-b618-dd695deece90



Explainability

https://www.science.org/content/article/ai-researchers-allege-machine-learning-alchemy#:~:text=Speaking%20at%20an%20AI%20conference,one%20AI%20architecture%20over%20another.
https://xkcd.com/1838/



AI transparency

Is there AI in the 
product ?

Why the model gave 
this answer?

AI Awareness
AI Model 

Explainability

AI Outcome 
Explainability

“Interpretability”

How does the 
model work?

Which data are used 
in the product?

AI Data
Transparency

XplicAI
Which AI transparency do we want at HUG? 



Interpretability-guided knowledge discovery

Mengaldo, G. Explainable ai and the scientific method: Interpretability-guided knowledge discovery. arXiv preprint arXiv:2406.10557, 2025.



Post-hoc interpretability

Why the model 
gave this answer?

Rueckel et al., 2020



By-design interpretability

Prototype #108
humain

Prototype #81
signature



Evaluation is hard!

Turing Test is not enough
“People in the field of AI are 
struggling with how to assess these 
systems,” says Melanie Mitchell, a 
computer scientist at the Santa Fe 
Institute in New Mexico whose team 
created the logic puzzles (see ‘An 
abstract-thinking test that defeats 
machines’). 



Bias

“However, this study shows that based on 
our findings, these LLMs could potentially 
cause harm by perpetuating debunked, 
racist ideas.”



Generalizability



HERO: what is protecting us?

Fowke KR et al. Resistance to HIV-1 infection among persistently seronegative prostitutes in Nairobi, Kenya. 
Lancet. 1996 Nov 16;348(9038):1347-51. doi: 10.1016/S0140-6736(95)12269-2. PMID: 8918278.

https://chat.openai.com/



HERO versus traditional medical research

HERO

• Focus is on protective factors and patient strengths

• Explores non-ill individuals with high-risk profiles

• Potential for new pathways in medical innovation

• Discovers protective factors

Traditional Biomedical Research
• Focuses on risk factors and patient frailty
• Studies cohorts of patients with diseases
• Identifies and reduces risk factors
• Aims to prevent disease by addressing known risk 

factors
• Emphasizes mitigating negative health effects



HERO: constructeur de cohorte automatique

HERO cohorts
- inclusion criteria

- exclusion criteria

Clinical Advisory Board
Not enough clinical information to 
define them as HERO

HERO and the protective factors 
are already known

HERO, and the protective factors 
are unknown

Further studies based on HERO 
cohort for protective factors & 
mechanisms discoveries

CCER 2023-01571



Myriam Zimmerman Master Thesis. Same same but different. Supervised by Prof. Lovis, Dr. Bjelogrlic, Dr. Tavakoli and PhD candidate Matteo (Geneva School of Economics 
and Management University of Geneva).

Voegeli JV, Bjelogrlic M, Gaudet-Blavignac C, Dubos R, Zimmermann M, Bensahla Talet A, Zheng Y, Ehrsam J, Lovis C. SIMpat: A Synthetic Benchmark for Similarity Metrics 
on Patient Representations. Stud Health Technol Inform. 2024 Aug 22;316:1647-1651. doi: 10.3233/SHTI240739. PMID: 39176526.

Patient similarities

Pattisapu N et al. Medical Concept Normalization by Encoding Target Knowledge. In: Proceedings of the Machine Learning for Health NeurIPS Workshop 2020

• Welch t-test 
• distance-based ANOVA



SSL on patient EHRs

52

BERT-based
[11,12,13]

[14,15,16]

[17,18,19]

Zheng, Y., Bensahla, A., Bjelogrlic, M., Zaghir, J., Bednarczyk, L., Gaudet-Blavignac, C., Ehrsam, J., Marchand-Maillet, S., & Lovis, C. Self-supervised 
representation learning for clinical decision making using unlabeled EHR categorical data: A scoping review. Under review npj Digital Medicine



Contributions to ORD: Open Data / Open Science

 Annotated list of clinical problems DE-EN
2022 - Gaudet-Blavignac C . et al. Geneva University Hospitals Common Problem List. 
https://doi.org/10.26037/YARETA:NAEGEJQVXZFWLIU236PXN5LUS4

 Largest ORD annotated dataset for medical language models in French
2024 - Zaghir J, Bjelogrlic M. et al. FRASIMED: a Clinical French Annotated Resource Produced through Crosslingual BERT-Based 
Annotation Projection. https://doi.org/10.48550/arXiv.2309.10770

 By-design explainable models via sparse prototype learning
2024 - H. Turbé, M. Bjelogrlic, et al. Protos-vit: Visual foundation models for sparse self-explainable classifications. NeurIPS
workshop. https://arxiv.org/abs/2406.10025

 Open library for ECG signal quality assessment
2024 - H. Turbé, C. Berger, M. Bjelogrlic, C. Lovis "A novel method and Python library for ECG signal quality assessment" In: 
Studies in health technology and informatics, vol. 316, p. 858–862. https://doi.org/10.3233/SHTI240547

 Benchmark for patient similarity assessment  
2024 - J-V Voegeli, M. Bjelogrlic, et al.“SIMpat: a synthetic benchmark for similarity metrics on patient representations” In: 
Studies in health technology and informatics vol. 316, p. 1647–1651. https://doi.org/10.3233/SHTI240739

 Framework for Interpretability of Time Series Classifiers
2023 - Turbé H, Bjelogrlic M, et al. Evaluation of post-hoc interpretability methods in time-series classification. Nat Mach Intell 5, 
250-260 https://doi.org/10.1038/s42256-023-00620-w

 Lightweight models for ECG classification and ORD preprocessed ECG dataset
2022 - H. Turbé, C. Berger, M. Bjelogrlic, C. Lovis "A novel method and Python library for ECG signal quality assessment" In: 
Studies in health technology and informatics, vol. 294, p. 43-47. https://archive-ouverte.unige.ch/unige:164764
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